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Characteristics of GCN

1. Non-grid structure

2. Well-defined adjacency 

matrix A

How to apply on semantic 

segmentation task?

Or

Where
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In general, 3 steps are needed:

1. Pixels to entities

2. GCN upon entities

3. Entities to pixels
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In general, 3 steps are needed:

1. Pixels to entities

2. GCN upon entities

3. Entities to pixels

Difficulties:

1. How to proj and re-proj?

2. How to define A?
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Chen, Yunpeng, et al. "A^ 2-Nets: Double Attention Networks." 

Advances in Neural Information Processing Systems. 2018.

For every spatial input location i

Proj

Re-proj
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Chen, Yunpeng, et al. "A^ 2-Nets: Double Attention Networks." 
Advances in Neural Information Processing Systems. 2018.

For every spatial input location i

Proj

Re-proj

Proj

Re-proj
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C  HW

1  1 

Conv
H: Height

W: Width

C: Number of the channels

K: Number of global descriptors

1  1 

Conv

1  1 

Conv

HW  K K  HW

C  K

C  HW

C  HW
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𝑂 𝐻𝑊 2 𝐶 + 𝐾

Nonlocal

𝑂 𝐻𝑊𝐶𝐾

A^2Net

Using four 1  1 convolutions

1. Two construct bottleneck

2. Another two used for attention,

Which can be merged as one.

Comparison with Nonlocal:

Reduce the complexity by

using the multiplication law.
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Chen, Yunpeng, et al. "Graph-Based Global Reasoning Networks." 

IEEE Conference on Computer Vision and Pattern Recognition. 2019.

First paper about GCN in Seg published on Arxiv.org.
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Chen, Yunpeng, et al. "Graph-Based Global Reasoning Networks." 
IEEE Conference on Computer Vision and Pattern Recognition. 2019.

First paper about GCN in Seg published on Arxiv.org.

Using five 1  1 convolutions

To execute global reasoning.
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K  CK  K C  C

How?

𝑂 𝐻𝑊𝐶𝐾 + 𝐾2𝐶 + 𝐶2𝐾

𝐴𝑔 : learned parameter of a Conv1d

𝑊𝑔: learned parameter of a Conv1d
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Liang, Xiaodan, et al. "Symbolic graph reasoning meets convolutions." 

Advances in Neural Information Processing Systems. 2018.
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Different definitions of A:

SGR - pre-defined according to priors

GloRe - learnable parameters
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ResNet101

ASPP

SGR

2048

256
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Li, Yin, and Abhinav Gupta. "Beyond Grids: Learning Graph Representations for 

Visual Recognition." Advances in Neural Information Processing Systems. 2018.

Graph Projection

GCU A^2Net
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Graph Convolution

GCU A^2Net
Graph Reprojection

GCU A^2Net
Different definitions of A:

SGR - pre-defined according to priors

GloRe - learnable parameters

GCU – sample-independent
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Graph Convolution

GCU A^2Net
Graph Reprojection

GCU A^2Net
Different definitions of A:

SGR - pre-defined according to priors

GloRe - learnable parameters

GCU – sample-independent
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Graph Convolution

GCU A^2Net
Graph Reprojection

GCU A^2Net
Different definitions of A:

SGR - pre-defined according to priors

GloRe - learnable parameters

GCU – sample-independent
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Key components of Network 

Architecture Search (NAS) 

1. Search space
1. Block level

2. Cell level

2. Proxy task
1. Low-resolution image

3. Search strategy
1. Reinforcement learning

2. Evolutionary algorithm

3. Bayesian optimization

4. Differentiable methods



2.1 DPC

23 July 2019 25

Chen, Liang-Chieh, et al. "Searching for efficient multi-scale architectures for dense 

image prediction." Advances in Neural Information Processing Systems. 2018.

1. Search space
• Head

• Cell level

2. Search strategy
• Random search

Cell definition: 

In total 81 operators
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3. Proxy task
• Small backbone

• Fix backbone

• Early stopping

From 1 week to 90 minutes

Using 370 GPUs over one week

Explore 28k DPC architectures

Spearman’s rank 

correlation coefficient
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1. Search space
1.  Cell level

For the l-th cell in the i-th block 

: element-wise addition

2.   Block level

Liu, Chenxi, et al. "Auto-DeepLab: Hierarchical Neural Architecture Search for 

Semantic Image Segmentation." arXiv preprint arXiv:1901.02985 (2019).
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3.  Continuous relaxation
1.  Cell level

2. Block level

4. Search strategy

5. Decoding discrete architecture
1. Cell architecture

• Argmax

2. Block architecture

• Viteerbi algorithm
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